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Alex Bikfalvia,b,∗, Jaime Garćıa-Reinosob, Iván Vidalb, Francisco Valerab, Arturo Azcorrab

aInstitute IMDEA Networks, Avenida del Mar Mediterraneo, 22, 28918, Leganés, Madrid, Spain
bUniversity Carlos III of Madrid, Avenida de la Universidad, 30, 28911, Leganés, Madrid, Spain

Abstract

Already a popular application in the Internet, IPTV is becoming, among the service providers, a preferred alternative to
conventional broadcasting technologies. Since many of the existing deployments have been done within the safe harbor of
telco-owned networks, IP multicast has been the desired streaming solution. However, previous studies showed that the
popularity of the TV channels follows the Pareto principle, with the bulk of TV channels being watched only by a small
fraction of viewers. Recognizing the potential scalability issues, we believe that multicast streaming approach may not
be desirable for unpopular TV channels, especially when there are many such channels in the provider’s service package.
For this reason, the peer-to-peer content distribution paradigm is seen as an alternative, in particular for non-popular
content. In order to analyze its viability, in this paper we perform a comparative analysis between IP multicast and a
peer-to-peer overlay using unicast connections as streaming approaches, in the context of channels with different degrees
of popularity. The analysis targets the bandwidth utilization, video quality and scalability issues, and our findings show
that while multicast is always more efficient, peer-to-peer has a comparable performance for unpopular channels with a
low number of viewers.
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1. Introduction

While television over the Internet Protocol or IPTV
has been existing for some time, only in recent years it
gained a significant attention from service providers. This
interest has led to several commercial deployments, usu-
ally along telephony and Internet access service packages.
However, as previous studies recognize, these commercial
IPTV architectures have been implemented on a limited
scale by telcos managing their own network and offering a
limited set of TV channels.

Because these private networks do not suffer the re-
strictions of the public Internet, IP multicast has been
the preferred technical solution as it can deliver the best
performance and can be deployed with existing protocols
and equipments. However, with the advent of the next-
generation networks and the groups advocating for dereg-
ulation of the IPTV market, it is expected that in the fu-
ture many of these telco-owned networks have to support
a larger number of service providers, and consequently a
large number of channels.

A comprehensive study on watching television [1] re-
vealed that the TV channel popularity is distributed sim-
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ilar to the Pareto principle, the vast majority of chan-
nels having only a small fraction of viewers. Depending
on the hour of the day, 90 percent of the channels are
watched only by 20 percent of the total number of active
subscribers. In addition to this findings, semi-interactive
techniques such as Near Video on Demand (NVoD), where
the same TV program is broadcast several times, will in-
crease the number of TV channels as well. As a final argu-
ment, in today’s Internet we witness a large growth of user
generated video content, where most of it is published as
content-on-demand. However, similar to the demand for
live audio streaming, that spawned a large number of In-
ternet radio channels, we argue that even residential users
can be interested in generating their own live TV content.

These trends inherently expose the telcos to a num-
ber of issues. First, under these circumstances it is no
longer affordable to use static multicast to stream all TV
channels, as some telcos do in the present. Second, using
dynamic IP multicast can lead to scalability problems that
have been long studied [2, 3, 4, 5]. Finally, these scalabil-
ity issues can translate to an increased cost for the service
provider, especially when the number of users viewing a
multicast channel is low.

For these reasons, in this paper, we explore the possibil-
ity of using a peer-to-peer (P2P) approach to complement
the functionality of dynamic IP multicast for channels with
a low popularity. This results in a hybrid IPTV system, as
the one illustrated in Fig. 1 where a subset of channels are
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Figure 1: Concept of a hybrid IPTV system with multicast and P2P
unicast channels.

streamed with IP multicast and the remaining with P2P
unicast connections. Using P2P, in addition or in replace-
ment of multicast for IPTV streaming, is an interesting
problem that has been tackled in many recent papers and
standardization drafts. In Sec. 2, we go deeper in some of
this related work that we used as source of inspiration.

Our comparison focuses on three key parameters: the
total bandwidth necessary to stream the TV content, the
quality of the stream delivered to the user and the scalabil-
ity issues. The analysis follows two approaches to ensure
the accuracy and a correct explanation for our results: an
analytical model for the network utilization and computer
simulations. The analytical model uses the information
from the network topology, the TV watching model, the
organization of the P2P overlay and the channel popularity
to derive a mathematical expression for the bandwidth uti-
lization. Our proof shows that, in general, the bandwidth
can be expressed as function of the network topology and
the channel popularity. The effect of the network topology
is measured by the average length of a P2P unicast con-
nection and the size of a multicast tree, both in number of
topological links traversed by the video stream.

In order to emphasize the effects of the channel popu-
larity, we assume the TV channels are grouped only in two
categories, where all the channels in a category have the
same popularity. The channels from the category with the
lowest popularity are called unpopular, while the rest are
called popular. A selected set of channels is streamed us-
ing IP multicast, while the rest require IP unicast connec-
tions. We assume that IP multicast is more beneficial for
the channels with a high popularity, and therefore these
channels will be preferred when the number of available
multicast groups is smaller than the number of channels.
For channels that require unicast connections, we exam-
ine the possibility of using a P2P overlay. This approach
tackles the scalability issue of a client-server solution, by
preferring streaming connections to other set-top boxes,
whenever possible. Since our study relies on existing P2P

streaming algorithms, we will not cover implementation
aspects of the P2P part of the system. Possible solution
for a telco-managed IPTV infrastructure can be similar to
the one described in [6], where the P2P functionality is dis-
tributed between the set-top boxes, or in [7], proposing a
centralized P2P IPTV architecture for a next-generation-
network. P2P proposals for Internet streaming include
[8, 9, 10, 11, 12].

Our findings show that although dynamic IP multicast
is always better than P2P unicast, the difference in terms
of bandwidth utilization for unpopular channels can be
negligible. Because we believe that bandwidth utilization
alone is not a fair method of expressing the real cost of
using multicast, we perform an empirical comparison be-
tween the multicast bandwidth utilization and its scalabil-
ity measured as number of forwarding entries. Our results
reflect that while there is a large gap in bandwidth savings
between popular and unpopular channels, the difference is
not that large in terms of forwarding entries, which means
that using an additional multicast group for an unpopular
channel brings almost the same cost in terms of scalability
but only a small benefit in terms of saved bandwidth. In
terms of delivered quality, the P2P design is always more
challenging, especially for multi-channel streaming where
channel-changes churn is added on the peer churn. Nev-
ertheless, our results show that for a carefully designed
system, acceptable levels of video quality are achievable.

2. Related Work

The P2P approach to IPTV streaming in the Internet
has been an interesting topic for many years. Most of the
proposals were justified by the lack of a viable alterna-
tive, such as IP multicast, dealing with the challenge of
connecting a large user base to a single TV server. As
IPTV started to penetrate in the commercial providers,
usually having their own infrastructure in place, IP multi-
cast became again the preferred choice. In addition, new
standardization efforts by ETSI TISPAN concerning the
next-generation mobile and fixed networks include IPTV
delivered via multicast [13] [14].

However, in the existing deployments, telcos rely on
a static multicast infrastructure, where all channels are
streamed to the edge of their network, usually a DSLAM
or a point-of-presence, allowing the users to change chan-
nels with minimum delay. This approach works well with
a small number of channels, but can be a possible issue for
a larger number. For this reasons many proposals, includ-
ing early technical reports from TISPAN, still at the draft
status, consider P2P as an alternative even for telco-owned
networks [15]. Following this idea, in one of our previous
papers, we presented an exclusive IPTV P2P system for
an IMS-based next-generation network [7].

In [6] the authors use traces from a large commercial
IPTV provider to show how P2P compares in terms of
bandwidth costs to static IP multicast that is currently
used by most providers. In addition, they study as well
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the effectiveness of topology-aware P2P, concluding that
only topology-oblivious P2P performs worse than static
multicast and only during prime-time. Their results show
however, that dynamic IP multicast is always better and
they put the preference for the P2P choice on the lack
of proper support in the routers and not well understood
multicast aggregation.

Using their inspiring results, we extend their work by
assuming that dynamic multicast is always used in a hy-
brid multicast-P2P streaming system taking into account
the channels popularity. We argue, that although unicast
in general and P2P in particular cannot outperform mul-
ticast, a fair comparison between them should also include
the multicast overhead and scalability issues.

From this perspective, since early papers like [16, 17,
18], researchers have studied the cost and proper pricing
of multicast transmissions. Some proposals perceive each
multicast group as a single resource suggesting a flat-rate
charging approach, regardless on the number of viewers.
While our work is not centered on the issue of multicast
pricing, a topic that could be under debate, these studies
are enough to trigger the question of whether a real mul-
ticast pricing should include more than just its bandwidth
costs.

3. Analysis Setup and Assumptions

Our comparison between the multicast and P2P stream-
ing follows two approaches. The first is an analytical anal-
ysis of the bandwidth utilization with the purpose of serv-
ing as a general case model. The second involves computer
simulations applied to a set of scenarios based on several
network topologies and P2P algorithms. Their goal is to
ascertain the validity of the analytical approach including
as additional prerequisites the selection of a model for the
user behavior and a pattern for the channel popularity.

3.1. Watching the TV Channels

We begin by introducing the following notations, rep-
resenting the most important parameters that we shall use
throughout the paper:

U : the number of TV users (subscribers);
N : the number of TV channels in the provider’s ser-

vice package;
g: the number of channels streamed with IP mul-

ticast (the remaining N − g channels use P2P
unicast connections);

T : an observation interval of the IPTV system.
In addition, the TV channels are divided into a number

of channel categories, where all TV channels in a category
have the same popularity. We have:

K: the number of channel categories;
Qj : the probability of selecting a channel from cat-

egory j;
Mj : the number of TV channels in the category j.

Finally, an individual channel i is characterized by the
following parameters:

Pi: the channel popularity;
pi: the channel probability;
vi: the number of viewers.

3.1.1. Channel Holding Time

The behavior of the users of changing the channels is
modeled according to an existing and comprehensive study
of users watching TV based on data from a real IPTV ser-
vice provider [1]. One of the findings from this study is a
probability distribution for the channel holding time in a
deployed IPTV system, i.e. the duration a user watches a
given channel. We reuse these results in our experiments,
under the assumption that all channels from a category
have the same selection probability (i.e. the probability
distribution for the TV channels in a category is uniform).
This assumption is justified by the lack of any real data
showing that channel holding times for different channels
follow different probability distributions, and by our de-
sire to simplify the channel watching model such that the
effects on the network performance are easy to identify.
In this context, an interesting result is that approximately
72% of holding times last less than one minute (and over
60% less than 15 seconds), a behavior that the authors
of the study call surfing. Their data includes both churn
generated by channel changes and the churn generated by
users switching on and off their TV.

3.1.2. Channel Probability

In order to assess the impact of hybrid streaming mech-
anism on a number of channels with different levels of
popularity, we propose a simple channel popularity model.
The objective of the model is to devise a simple selection
criterion of the next channel during a channel change, such
that in long term each channel will have a deterministic
popularity. For a channel change, the next channel is al-
ways different from the current channel. In 3.1.3 we give
a rigorous definition of the channel popularity, and we ex-
plain its relationship to the model.

We start by introducing the following definitions.

Definition 1. The probability of a channel i, denoted by
pi, is the probability that a user will select channel i during
a channel change.

Definition 2. The probability of a channel category j,
denoted by Qj, is the probability that a user will select a
channel from category j during a channel change.

In the experimental evaluation, we examine the stream-
ing performance where the channels are divided into two
categories, the first having M1 popular channels, and the
second having M2 unpopular channels, and where M1 +
M2 = N . The probability of each category is Q1, and Q2

respectively, where Q1 > Q2 and Q1+Q2 = 1. With these
assumptions the channel probability is:
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pi =


Q1

M1
if 1 ≤ i ≤ M1,

Q2

M2
if M1 < i ≤ N.

(1)

We choose Mi and Qi such that the condition pi ≥
pi+1 is always fulfilled. For a single channel category, in
a scenario where all channels are equally popular, their
probability is 1/N . Therefore, in any different scenario,
channels having pi > 1/N are popular and channels with
pi < 1/N are unpopular. In appendix Appendix A we
give a detailed explanation of the channel change model,
proving the channel probability expressed in (1).

3.1.3. Channel Popularity and Channel Viewers

In addition to the channel probability, we introduce
two metrics that assess the impact of a particular chan-
nel during an arbitrary observation period of the IPTV
system, denoted by T .

Definition 3. The popularity of a channel i, denoted by
Pi, is the total amount of time channel i is watched by
any user throughout the observation period.

Essentially, the channel popularity is a duration of time
representing the sum of all its sessions for all users (e.g.
if during the observation period T , two users watch chan-
nel i for x and y seconds, respectively, Pi|T = x + y).
With this definition, the channel popularity captures the
effect of both the number of users watching the channel
(i.e. the user dimension represented by the channel prob-
ability) and the length of their respective sessions (i.e. the
temporal dimension represented by the channel holding
time).

Definition 4. The viewers of a channel i, denoted by vi,
is the average number of subscribers viewing channel i dur-
ing the observation period.

In other words, the number of channel viewers is a
measure of the channel’s impact on the entire subscriber
base, and consequently determines the effect of viewing
the channel upon the network.

In addition to the previous metrics, we introduce the
total popularity, denoted by P∗, as the sum of the popu-
larity for all channels:

P∗ =
N∑
i=1

Pi. (2)

The popularity of a channel can be expressed as relative
to the total popularity.

Under the earlier assumptions on the channel changing
model, between the model parameters, the channel proba-
bility, the channel popularity, the total popularity and the
number of viewers there exists a set of important relations.

(i) During a given observation period T , the total pop-
ularity is:

P∗ = U · T. (3)

(ii) When the observation period approaches infinity, the
channel popularity becomes proportional to the chan-
nel probability, that is:

lim
T→∞

Pi

P∗ = pi. (4)

When the observation period is less than infinity,
the popularity is only approximatively proportional
to the channel probability.

(iii) The number of viewers equals the channel popularity
divided to the observation period:

vi =
Pi

T
. (5)

(iv) When the observation period approaches infinity, the
number of viewers can be expressed in terms of chan-
nel probability:

vi → U · pi when T → ∞. (6)

In appendix Appendix B we extend the definitions of
the previous metrics, and we prove the relationships be-
tween them.

3.2. Network Topology and Its Impact on Unicast and Mul-
ticast Streaming

For our comparison, we consider a telco-like network
topology, comprising of a core network and a number of
access networks. The access networks are connected to
the core network through a set of edge routers. The access
networks consist of direct links between the edge router
and the set-top box from the customer premise, consistent
to an xDSL access technology. The IPTV head-end server
is randomly placed at any core router, and the users (or
viewers) are uniformly distributed across the access net-
works.

From the perspective of this paper, the core network
graph is described by a triplet measuring the connectivity
and average distance between nodes in P2P unicast and
multicast traffic scenarios:

m: represents the ratio between the number of
routers and links in the network (half of the
average node degree);

lu: represents the average distance between two
random edge routers;

lm(v): represents the average size of the shortest-
path tree from a random source router to the
edge routers of v set-top boxes (users).

According to previous studies like [16] and [19], real
networks, such as routing and AS topologies of the Inter-
net, have a value for m of two or higher.

In practice, the multicast tree size (lm) with respect to
the user group size (v) is difficult to determine with a good
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(v).
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m 1 2 3 4

lu 6.18± 0.002 3.30± 0.0009 2.70± 0.0007 2.40± 0.0006

l
∞

m
71.04± 0.04 68.65± 0.04 64.95± 0.04 62.43± 0.03

k 0.68 0.82 0.85 0.87

Table 1: The set of parameters describing each network topology.

accuracy. The power scaling law of Chuang and Sirbu [16]
gives a relationship between unicast and multicast. This
law introduces k, a multicast scaling factor depending on
the network topology, and holds only when the number of
users is lower or comparable to the number of edge network
nodes (access routers). The power scaling law is expressed
as:

lm(v) = lu · vk. (7)

When the number of users is higher than the number
of edge nodes, the tree size enters in a saturation region,
where it does not increase even if more users are added.
Figure 2 illustrates the relationship between lm and v in
the case of a Waxman-type core network with 100 routers,
50 access routers and m ∈ {1, 2, 3, 4}.

When comparing the obtained lm with their findings,
we can observe the average tree size increases with the
number of viewers v up to a limit determined only by the
topology and the selection of the edge routers. We denote
the saturation limit of the multicast tree size by l∞m . For
our network topologies, this limit is reached for a multicast
group size of more than 250 users.

Table 1 summarizes the measured values for lu, l
∞
m and

k for each selected topology. The multicast scaling factor,
k, is between 0.8 and 0.9 for the topologies with a higher
m, similar to the findings from [16] and [19].

4. Analytical Estimation of Bandwidth Utilization

In this section, we perform an analytical estimation of
the total bandwidth utilization, taking into account the
previous assumptions and a variable number of channels

streamed using IP multicast, while the rest are streamed
using P2P unicast connections. We denote by B0 the bit-
rate of one video stream (we assume that all channels re-
quire the same streaming bit rate). The total bandwidth
utilized in the network, denoted by B, is the sum of the
total bandwidth used in the access network (BA) and the
bandwidth used in the core network (BC). The bandwidth
in the access network can in turn be written as the sum
of uplink (BA,u)

1 and downlink (BA,d) bandwidth, while
the bandwidth in the core network can be written as the
sum of the bandwidth used for P2P unicast (BC,u) and
multicast (BC,m) streaming. We have:

B = BA +BC = BA,u +BA,d +BC,u +BC,m. (8)

In a similar way, we define by b(i) the bandwidth uti-
lization for channel i, with the individual components be-
ing denoted by: bA(i), bA,u(i), bA,d(i), bC(i), bC,u(i) and
bC,m(i). All bandwidth components are expressed as aver-
age over the observation period T . We note that the total
bandwidth utilization does not include the bandwidth re-
quired between the network and the IPTV server belonging
to the service provider.

4.1. Access Network Downlink Bandwidth (BA,d)

Under the assumptions that all U users are contin-
uously viewing a channel, the access network downlink
bandwidth is the product between the number of users
connected and the stream bit rate:

BA,d = U ·B0. (9)

4.2. Access Network Uplink Bandwidth (BA,u)

The access network uplink bandwidth is determined by
the channels i ∈ {g+1, ..., N} using P2P unicast streaming
connections. For any P2P unicast channel i, a fraction of
viewers stream directly from the head-end server, while
the rest use the P2P overlay. If we consider the uplink
bandwidth for both the server and the peers, we have:

BA,u =
N∑
i=1

bA,u(i) =

g∑
i=1

B0 +
N∑

i=g+1

vi ·B0

= g ·B0 +
B0

T

N∑
i=g+1

Pi.

(10)

4.3. Core Network P2P Unicast Bandwidth (BC,u)

The core network bandwidth utilization for P2P uni-
cast streaming is determined by the last N − g channels.
For each of these channels, the average bandwidth is the

1We include the uplink bandwidth used by the head-end server
in the total access uplink bandwidth.
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product between B0, the number of viewers vi, and the av-
erage P2P unicast path length lu introduced in Sec. 3.2.
Depending on the P2P algorithm, the average P2P unicast
path length can be the same for streams from both peers
and the IPTV server. In these circumstances, we have:

BC,u =
N∑

i=g+1

bC,u(i) =
N∑

i=g+1

B0 · lu · vi

=
B0 · lu

T

N∑
i=g+1

Pi.

(11)

4.4. Core Network Multicast Bandwidth (BC,m)

In a similar manner, the multicast bandwidth in the
core network for channel i is the product between B0 and
the average multicast tree size lm(i) introduced in Sec. 3.2.
We have:

BC,m =

g∑
i=1

bC,m(i) = B0

g∑
i=1

lm(vi). (12)

4.5. Total Bandwidth (B)

Using our analytical estimation of the bandwidth uti-
lization, we studied the effects of three parameters affect-
ing the network performance: (1) the network topology,
(2) the channel popularity and (3) the P2P overlay. These
results clearly demonstrate that, while dynamic IP multi-
cast is always the most efficient, P2P can be an reasonable
choice for unpopular channels even from the perspective of
used capacity. The amount of bandwidth that is saved by
using more multicast groups is very small compared with
the amount saved for popular channels. We present our re-
sults from the perspective of the worst-case scenario, that
is we tune one parameter while the rest would give the
worst possible result.

4.5.1. Effect of the Network Topology

To study the effect of the network topology, we con-
sidered a simple popularity model2 with K = 2 channel
categories having M1 = 20 and M2 = 80 channels, with
category probabilities Q1 and Q2, respectively. The sys-
tem has U = 1000 users.

Figures 3 illustrates the total bandwidth utilization
versus the number of channels streamed with multicast,
determined with (8) for the chosen popularity model, and
for different topology node degrees (m ∈ {1, ..., 4}). The
figure shows that streaming more channels with IP mul-
ticast reduces the bandwidth utilization, suggesting that

2We based the values for these models on the previous finding
from [1] showing that 10 percent of the most popular channels ac-
count for almost 80 percent of the viewers. While we recognize that
this model does not represent a real-life popularity distribution, our
choice has the purpose of emphasizing the difference between popular
and unpopular channels.
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Figure 3: The effect of the network topology on the bandwidth
utilization. The channel popularity model has 2 categories with
M1 = 20, M2 = 80, Q1 = 0.6 and Q2 = 0.4.

IP multicast is more desirable. However, there are two im-
portant observations. First, the network capacity saving is
much smaller for unpopular channels, even when the num-
ber of viewers per channel is relatively high. For example,
in Fig. 3, Q2 = 0.4 corresponding to U ·Q2/M2 = 5 view-
ers per channel, whereas the results from [1] show that un-
popular channels can have as little as 10 viewers. Second,
better connected networks, with a higher m, reduce the
absolute value of the saved capacity even further. Since,
networks deployed in reality have an m ≥ 2, we can see
in both figures that streaming all unpopular channels with
multicast connections saves only 50 percent of the band-
width.

4.5.2. Effect of the Channel Popularity

Second, we want to measure the impact of the chan-
nel popularity on the bandwidth utilization. Toward this
end, we selected network topologies having m = 2, the
typical case for deployed networks, and we modify the
probability of the channel categories. Figure 4 shows the
obtained results where the category probability of the pop-
ular channels category is Q1 ∈ {0.6, 0.7, 0.8, 0.9}, with a
category probability for the unpopular category of Q2 ∈
{0.4, 0.3, 0.2, 0.1}, respectively.

The result from the figure summarizes our main claim,
that as the channel popularity decreases their correspond-
ing streaming bandwidth approaches that of IP multicast.
This result can be explained further, by computing the av-
erage number of viewers for unpopular channels. When the
category probability of the popular category is Q1 = 0.9,
we have Q2 = 0.1 for M2 = 80 unpopular channels. In
this case, the number of viewers for an unpopular channel
is U ·Q2/M2 = 1.25, making the size of the multicast tree
comparable to the total length of the P2P unicast connec-
tions.

4.6. Bandwidth Versus the Channel Popularity

Expanding the previous bandwidth analysis for an in-
dividual channel, we can determine its variation with the
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channel popularity or channel probability. The P2P uni-
cast bandwidth for channel i is:

bu(i) = bA,d(i) + bA,u(i) + bC,u(i)

=
Pi

T
B0 +

Pi

T
B0 +

Pi

T
luB0

= UB0pi (2 + lu) .

(13)

In a similar manner, the multicast channel bandwidth
is:

bm(i) = bA,d(i) + bA,u(i) + bC,u(i)

=
Pi

T
B0 +B0 + lm(vi)B0

= B0 (1 + Upi + lm(vi)) .

(14)

Figure 5 illustrates the ratio between the P2P unicast
and multicast bandwidth for a channel, bu(i)/bm(i), versus
its probability. This comparison of the streaming technolo-
gies, further emphasizes that for highly popular channels

with probabilities higher than 1/N = 10−2, the unicast
bandwidth required to serve the same number of users is
four-to-six times higher than multicast for the least con-
nected networks (m ∈ {1, 2}).

However, for channel probabilities much less than 1/N ,
between 10−4 and 10−3 the unicast and multicast band-
width becomes comparable. Note that under our assumed
input data, according to (6) a channel probability of 10−4

corresponds to an average of one viewer per channel. The
presented values have a small variation around 1 for pi ≈
10−4 due to the statistical measurement error of lu and
lm. Theoretically, at this value bu equals bm, for there is
one user per channel.

5. Results Validation and Interpretation

In this section, we validate the analytical analysis of
the bandwidth utilization presented in Sec. 4, by com-
paring the previous results with the data obtained from
computer simulation, and we offer some insights on the is-
sues of delivered quality and scalability. Our experimental
evaluation emulates a set of U = 1000 users watching TV
over an IP network. Every user chooses from a pool of
N = 100 available channels, with M = 20 channels being
popular (a category probability of Q = 0.6). It results
that a popular channel is being watched at any time by
an average of UQ

M = 30 users, while an unpopular channel

has an average of U(1−Q)
N−M = 5 users. A variable number of

g channels are streamed using multicast while the rest use
P2P unicast.

Based on these settings, our objective is to draw com-
parative conclusions between the multicast and P2P uni-
cast channels in terms of bandwidth utilization, delivered
experience and scalability issues. For this purpose, we
developed a packet-level time-domain discreet event simu-
lator, capable of accommodating large scale simulations of
several video streaming algorithms. As we mentioned pre-
viously, user behavior and hence peer participation uses
the data from [1] in conjunction with our channel popu-
larity model.

5.1. Evaluation Settings and Simulation Setup

Network Topology: We used BRITE [20] to generate
a set of medium-sized core networks based on a Waxman
routing model and consisting of 100 routers and a links to
nodes ratio m = 2, equivalent to a realistic but loosely-
connected network. In order to diversify the core network
topology, we generated 20 different network topologies us-
ing the same parameters. Hence, any result presented in
this paper represents an average for all 20 network topolo-
gies. The IPTV head-end server is randomly placed at
any core router, and the hosts (viewers) are uniformly
distributed across 50 access networks with point-to-point
links between a host and its corresponding edge router.

The core network and the link to the server are overpro-
visioned, with 1 Gbps links. In the access network, users’
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broadband connections are divided as follows: 15% with
1 Mbps downlink/256 kbps uplink, 20% with 3 Mbps/640
kbps, 50% with 6 Mbps/1 Mbps and 15% with 10 Mbps/1
Mbps, as a typical DSL access scenario in Europe. Since
our goal is only to compare the streaming performance of
multicast and P2P unicast TV channels (as opposed to ex-
amining their performance under various conditions), the
evaluation does not consider additional third-party traffic.

Packet-level Simulator: Our in-house developed sim-
ulator draws concepts for well-established network sim-
ulators such as ns, but optimizes the simulation of cer-
tain network functions, in order to handle to large-scale
video streaming application in a reasonable time3. It em-
ulates the network functions (packet queuing, forwarding
and routing), implements the network components (such
as links, routers, hosts) and the media streaming server
and client functions (such as coder/decoders, playback
buffers). Some components, such as the client playback
functions, can be used with both multicast and P2P streams
with the goal of obtaining results as least biased as possi-
ble. The software receives as input the network topology,
the model of the user behavior and channel popularity, and
implements TV head-end servers and clients that can send
and receive both P2P unicast and multicast channels.

Video Encoding and Video Traffic: We use a synthetic
video source that generates an MPEG video streams with
an I-to-I frame distance dI−I = 9 and an I-to-P frame dis-
tance dI−P = 3. Hence, every MPEG group-of-pictures
(GOP) has one I frame, two P frames and six B frames.
Every channel is encoded at a constant bit rate of 500
kbps and 25 frames per second, corresponding to an av-
erage quality video stream that enables the participation
of most peers. In order to provide for a fair comparison
that accommodates both multicast and unicast traffic, the
video data is packetized in connectionless UDP datagrams
transmitted over the best-effort IP network. In this man-
ner, our results are presented as obtained from the simu-
lator, with minimal post-processing4. We do not include
any additional error correction, and hence packets lost or
delayed due to congestion will result in missing frames at
playback.

Multicast Channels: The end-hosts (i.e. set-top boxes)
use IGMP to join or leave a multicast tree via their corre-
sponding edge router. In the core network, the multicast
trees are managed using the Protocol Independent Mul-
ticast - Sparse-Mode (PIM-SM), as it is one of the most
common deployed. The PIM-SM rendezvous point (RP)
router is manually configured as the router closest to the
head-end server. In this way, we did not give the multicast
channels any unfair disadvantage, although in a different

3The code for our simulator is freely available at the fol-
lowing URL: http://enjambre.it.uc3m.es/~bikfalvi/projects/

simstream.
4The only post-processing of the measured transmitted traffic

that we perform is to calculate the actual bitrate of an elementary
stream (B0) considering the additional overhead.

setting where the RP is dynamically elected, the multicast
will perform worse than in our findings.

P2P Unicast Channels and Streaming Algorithms: For
P2P unicast streaming, the hosts (also called as peers)
user a P2P live streaming protocol/algorithm. Because
our intention is to rely on real-life P2P proposals, but in
the same time be as general as possible without endorsing
a particular proposal that might have its own advantages
and disadvantages, we focused on the three main categories
of P2P streaming protocols that have been proposed by the
community.

(i) Single-tree streaming, also referred to as application-
level multicast (ALM), and which tries to emulate the
traditional network-level multicast by creating permanent
connections between participating peers in a tree-like struc-
ture rooted at the source. The stream packets are seam-
lessly forwarded by every peer to its downstream neigh-
bors.

(ii) Multiple-tree streaming, attempts to negate some
of the disadvantages of a single tree where not all peers
can participate (i.e. the leaves of the tree), and where the
departure of a node will result in a temporary but total
loss of the video for all its downstream peers. On the
other hand, multiple trees are more challenging to manage
and, in the case of video streaming, to synchronize. We
divide the original stream into 8 stripes, and a client has
the requirement of receiving minimum 4 stripes in order
to start the playback.

(iii) Mesh streaming, uses dynamically-generated tem-
porary connection through which peers exchange the video
data. As opposed to the tree techniques, where peers typ-
ically push the data to their neighbors, mesh protocols
work on-demand or pull, with receiver peers asking their
neighbors for particular chunks or segments of the live
stream. Segments are requested and delivered according
to a scheduling strategy. In our evaluation we used the
DoNET/Coolstreaming scheduling [9], an heuristic that
tries to maximize the in-time delivery of segments.

For all three streaming protocols, the peer participa-
tion is managed centrally by a tracking server that stores
the IP addresses of all peers watching a given channel.
The necessity for the tracking server comes as compromise
of using existing proposal that have not been designed to
work well in a high churn environment. Peers may choose
to advertise themselves to their neighbors based on their
available uplink resources. In the tree techniques, peers
simply keep track of their downstream neighbors, while in
the mesh scenario, peers use a moving average to estimate
the incoming request rate.

Finally, we acknowledge that our selected algorithms
do not represent an exhaustive set, and that there are
many other proposals with new optimizations. For in-
stance, for multiple-channel streaming, a proposal for video-
upload decoupling results in better performance at the ex-
pense of most peers receiving two channels at the same
time [12]. Obviously, the behavior of such proposals do
not fit well within out theoretical model since we assume
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Figure 6: Comparison between the analytical model and simula-
tion data. Simulation results were obtain for three P2P streaming
algorithms; the channel popularity model has two categories with
M1 = 20, M2 = 80, Q1 = 0.6, Q2 = 0.4; the network topology has
m = 2.

a client receives only one channel. For these reasons, we
believe that classic P2P streaming techniques aided by
a tracking server for peer management (commonly used
in file-sharing), represents a fair selection for our experi-
ments.

5.2. Bandwidth Utilization

The objective of this comparison is to examine whether
a complex P2P algorithm can still be described by the
equations from Sec. 4. In addition, the comparison shows
that for a P2P algorithm the bandwidth utilization can
be estimated if we know the P2P unicast path length (lu)
and the multicast tree size (lm), under the assumption that
contributing peers are uniformly distributed5.

Figure 6 illustrates the match between the analytical
and simulation data. The analytical model approximates
very well the simulated P2P streaming algorithms, lying
close to the 95% confidence interval of the experimental
results, except when the mesh algorithm is used for pop-
ular channels. This result proves that lu and lm approxi-
mate with a good accuracy the effect of the network topol-
ogy, for the typical usage case. The slight inconsistency
for the mesh Coolstreaming algorithm is explained by the
fact that we relied on the default settings, proposed by its
authors, which are not well-suited to a multiple channel
environment. In our case, we remind that over 60 % of
the channel sessions hold for less than 15 seconds, whereas
Coolstreaming is optimized for longer sessions: the video
segments size has 1 second in duration (we rounded that
value to 27 frames, i.e. 3 GOPs). With these settings, we

5When peers are not uniformly distributed (viewers for a channel
are grouped in particular geographical area), the model can still be
applied as long as we calculate new average distances between the
peers based on the user distribution and their typical channel prefer-
ences. For simplicity, in our examination we assumed that both the
users and their channel preference is uniformly distributed.
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Figure 7: Comparison between the average video quality vs. the
number of multicast channels. The quality is estimated at playback
using the fraction of decodable frames criterion.

observe that for popular channels, the stream segments
are better distributed among contributing peers, but due
to the high churn rate, their contribution is limited (i.e.
peers leave without sending many segments to their neigh-
bors) resulting in a lower amount of video traffic. On
the other hand, for unpopular channels, where the aver-
age number of viewers is around five, content distribution
is more limited, with a large fraction of peers streaming
from the server, which is approximated by our model.

5.3. User Experience

The second criterion for our comparison is to estimate
the impact on the user experience. Traditionally, IP mul-
ticast has been used reliably in many commercial deploy-
ments with acceptable levels of quality. On the other hand,
due to their distributed nature, P2P techniques exhibit a
lower performance. In order to assess the difference in
terms of user experience, we focus on three main parame-
ters: the quality of the decoded video, the channel inter-
ruptions, the channel change delay and the stream syn-
chronization delay.

For the first two parameters we adopt the fraction of
decodable frames criterion [21], that estimates the output
quality as the ratio between decoded and expected frames:

R =
Nframes decoded

Nframes expected
. (15)

With this metric, the quality is considered the best
when R = 1 and the worst when R = 0. The video de-
coder calculates the number of expected frames based on
the moment when the playback started, and the number
of decoded frames considers the dependencies between dif-
ferent type of MPEG frames (e.g. the loss of an I frame
will affect the entire GOP).

Figure 7 illustrates the average delivered quality ver-
sus the number of multicast channels, estimated using the
previous criterion. We can observe that although average
quality increases when the number of multicast channels
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Figure 8: The channel change (setup) delay as a qualitative compar-
ison between popular and unpopular channels.

increases, the difference is very small once we begin us-
ing P2P for unpopular channels. When using P2P for
popular channels, the lower quality (due to frame losses
and playback interruptions) is explained similar to our ex-
planation for a lower bandwidth and is caused mainly by
churn. The quality loss is higher for tree-based streaming,
due to the lower complexity of peer participation manage-
ment as opposed to the mesh structure. In addition, the
on-demand nature of mesh streaming makes possible for
peers to ask for missing packets, typically at the expense
of a greater delay, control overhead (and bandwidth) and
buffer requirements.

Figure 8 shows the channel change (or channel setup
delay), which measures the difference between the moment
the user changes the channel and the moment the playback
commences. The end-to-end delay, illustrated in Fig. 9,
measures the difference between a certain frame is trans-
mitted at the server and its playback moment at the user
and illustrates the end-to-end delay the video data tra-
verses through the network. We intend the figures to illus-
trate qualitatively the several P2P streaming techniques
and multicast rather than quantitative absolute values.
This is because each P2P algorithm has it own require-
ments in terms of amount of buffering an synchronization,
parameters which can be tuned (often at a trade-off with
the quality) to increase or decrease the startup delay. In
our case, it is worth noting that the mesh algorithm gener-
ates higher delays due to the higher degree of coordination
that is required between peers, although the delay average
is much less when using P2P only for unpopular channels.
In addition, although multicast exhibits a superior perfor-
mance, in absolute values the difference between the two
is small suggesting that at the expense of this difference,
which might be at the lower limit of perception to the user,
the IPTV provider can benefit greatly in situations where
multicast is not feasible.

0 20 40 60 80 100
0.8

1

1.2

1.4

1.6

1.8

Number of multicast channels (g)

E
n

d
−

to
−

e
n

d
 d

e
la

y
 [

s
]

 

 

Simulation: tree

Simulation: multiple trees

Simulation: mesh

Figure 9: The channel end-to-end delay as a qualitative comparison
between popular and unpopular channels.
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Figure 10: The number of multicast entries for each network topol-
ogy and for a channel model with two categories (M1 = 20, M2 = 80,
Q1 = 0.6, Q2 = 0.4). The figure emphasizes the small difference in
number of multicast entries between popular and unpopular chan-
nels, rather than their absolute value.

5.4. Scalability Issues

The scalability is one of the multicast issues that has
been widely recognized and intensively studied [2, 3, 4, 5,
19, 22]. When becoming a member of a multicast tree,
every router in the network adds a new multicast forward-
ing entry. However, unlike for unicast routing, multicast
addresses are not hierarchical and there is no natural way
of consolidating multicast entries.

This problem is aggravated for core network routers
that will have to handle a very large number of forward-
ing entries when many multicast groups are used. While
a number of solutions have been proposed, such as for-
warding entries aggregation (the multicast trees sharing
the same interfaces and having a common address prefix
are represented by a single entry), there is still no uni-
formly implemented solution. Furthermore, aggregation is
not well suited for low popularity TV channels having few
users and following many disjoint paths.

While we acknowledge that multicast scalability is only
a performance problem, which in an IPTV scenario de-
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Figure 11: The server utilization as a comparison between the three
classes of P2P streaming schemes.

pends on the number of channels and users, in this section
we compare the multicast benefit in terms bandwidth and
its drawback in terms of scalability. For this purpose, the
following equations estimate the number of multicast en-
tries for IGMP and PIM-SM routers, assuming the point-
to-point connection from hosts to the edge router:

NE,IGMP =

g∑
i=1

vi = U

g∑
i=1

pi, (16)

NE,PIM-SM =

g∑
i=1

lm(vi) =

g∑
i=1

lm(Upi), (17)

NE,all =

g∑
i=1

(vi + lm(vi)) =

g∑
i=1

(Upi + lm(Upi)) . (18)

For IGMP, the number of entries equals the number
of users, since no two hosts share the same network seg-
ment in our scenarios. For PIM-SM, the average number
of entries equals the number of links for which the routers
keep a state entry, and which is equal to the multicast
tree size for each channel. Figure 10 illustrates the num-
ber of multicast entries versus the number of multicast
groups obtained with both equations (17) and (18) and
the time-domain simulation. Since the number of entries
for a router represents the number of outbound interfaces
belonging to the multicast tree, this result shows that there
is a small difference in terms of multicast entries between
popular and unpopular channels.

It is interesting to notice, that when we compare the
previous result with Fig. 3 illustrating the bandwidth uti-
lization for the same channel popularity model, we can
observe that there is a large difference in terms of band-
width between popular and unpopular channels. There-
fore, using multicast for unpopular channels brings only
a small gain in terms of bandwidth but has almost the
same disadvantage for scalability as the popular channels.
This finding is particularly essential when there are a large
number of IPTV channels with very low popularity.

Finally, we look at the scalability issues in the P2P
streaming, which, in our case, are represented by the uti-
lization of the server as a last resort option for streaming
content that cannot be served by peers. Toward this end,
Fig. 11 shows the server load, in terms of average sent
traffic. Similar to the previous figure describing the chan-
nel change delay, we intend this results as a qualitative one
emphasizing a potential drawback of the P2P system. It
is true that in our case the server utilization seems high,
but this is due by the low ratio between users and chan-
nels we have selected (10:1) and the nature of the P2P
schemes that do not cope very well with the high churn
generated by the channel changes. Furthermore, the P2P
algorithms can be improved to handle a specific system,
while the scalability in IP multicast depends mainly on
the network.

6. Conclusion

In this paper, we evaluated a hybrid IPTV system us-
ing IP multicast and P2P unicast. Our work comes in
the context of an increasing number of service providers
(telcos) moving into the IPTV market, but which, as re-
cent papers suggest [6], use IP multicast to stream the TV
channels to their users. This state of the facts combined
with a possible increase of the number of TV channels in
the near future, has raised the question of whether multi-
cast alone is suitable to deliver a large number of channels,
many having a very low popularity.

Our work compares analytically and through simula-
tions the bandwidth utilization, quality and scalability as-
pects for a varying number of channels streamed by multi-
cast and the rest by P2P unicast. The channels have popu-
larity values around distinct levels dividing them into pop-
ular and unpopular. Our results demonstrate that while
IP multicast is always the most efficient, for channels with
very low popularity P2P can be an alternate choice be-
cause the amount of bandwidth that is saved by using more
multicast groups is negligible. We emphasize the with a
careful design, the quality impact can be small, when P2P
is reserved for unpopular channels.

Appendix A. A flat model for channel changes

In this appendix, we describe a general model for chan-
nel popularity. The findings presented in our paper rely
on two particular instances of this model.

Appendix A.1. Definitions

In addition to the definitions from 3.1.2, we introduce
the following notion.

Definition 5. The change probability for a pair of chan-
nel categories of indices i and j is the probability that a
user will change from a channel belonging to category i to
a channel belonging to category j. It is denoted by qi,j.
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Figure A.12: All TV channels are grouped in K categories. Category
(1) contains M1 channels, category (2) contains M2 channels and so
on. All channels in the same category have the same probability
of being selected: pi,1 = · · · = pi,Mi

. The channel categories are
ordered by their decreasing probability, category (1) has the highest
category probability, category (K) has the lowest category probabil-
ity: Q1 > · · · > QK .

Appendix A.2. The model

Our general model for the channel probability has K
channel categories. We call the model flat because as
defined previously, all the channels in the same category
have the same probability. The model is: during a chan-
nel change the next channel is determined by choosing a
channel category with a given category probability; there-
after a channel in the selected category is chosen at random
with a uniform distribution among the available channels.
The available channels are all channels from that category,
eventually excluding the current channel from which the
change is performed.

We denote by Mi be the number of TV channels be-
longing to category i. If the total number of channels is
N , the following restriction applies:

K∑
i=1

Mi = N. (A.1)

The categories, illustrated in Fig. A.12, are ordered
by their decreasing probabilities, i.e. Q1 > Q2 > · · · >
QK . For the sake of simplicity we substitute the channels
numerical indices with pairs of two values representing the
index of the category and the index of the channel within
that category:

i ↔ (u, v). (A.2)

Using this new channel index notation, the channel
probability can be written as pu,v, where u is the index
of the channel category and v is the index of the chan-
nel within the category. This index variable change is il-
lustrated as well in Fig. A.12, where the flat index i is
mapped to the pair index (u, v). For example, we have:
p1 = p1,1, pM1 = p1,M1 , pM1+1 = p2,1, etc. In addition,
under the assumption the probabilities in the same cate-
gory are equal, we have pi,1 = · · · = pi,Mi = p(i), where
we introduced the new notation p(i) as representing the
probability of any channel in category i.

In order to determine the channels probability, we start
from writing the changes probability. According to the
definition, the change probability qi,j is the probability of
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Figure A.13: The change probability qi,j is the probability of chang-
ing from any channel belonging to category i to any channel belong-
ing to category j.
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Table A.2: The set of change probabilities

changing the channel from a channel belonging to cate-
gory i to a channel belonging to category j. The change
probability is the same, regardless the channel, because
in our flat model all channels in a category are assumed
to have the same probability. Using the model definition
stated above, the channel probability is the category prob-
ability divided to the number of available channels in that
category:

qi,j =


Qj

Mj
if i ̸= j

Qj

Mj − 1
if i = j.

(A.3)

Figure A.13 illustrates the meaning of the change prob-
abilities, starting from category i, while Table A.2 shows
a set of typical values.

In order to calculate the channel probability, we can
model the channel change pattern with a Markov chain
(Fig. A.14). Therefore, the probability p(i) of a channel in
category i depends on the probability of all the channels
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Figure A.14: Calculating the channel probability using a discrete
Markov chain: the probability of a channel depends on all paths
available to change to that channel. This example illustrates the
probability p(i) of a channel from category i.
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from which is possible to change. These probabilities are:
p(1) for category 1, through p(K) for category K. There
are M1 such channels in category 1, M2 in category 2,
and so on. The only exception is category i, where only
Mi − 1 channels are available (it is not possible to change
between the same TV channel). The channel probabilities
are multiplied by the change probabilities that represent
the chance of changing between categories. Because the
sum of all channel probabilities equals one, we can write
the following system consisting of K unknowns and K +1
equations:


p(i) = qi,i(Mi − 1)p(i) +

K∑
j=1
j ̸=i

qj,iMjp(j)

K∑
i=1

Mip(i) = 1.

(A.4)

It can be proved easily that out of the K+1 equations,
only K are linearly independent. Replacing qi,j by their
definition (A.3), we can rewrite the system as:

p(i) =
K∑
j=1

Qi
Mj

Mi
p(j)

K∑
i=1

Mip(i) = 1.

(A.5)

The solution of the system is:

p(i) =

K∑
j=1

Qi
Mj

Mi
p(j) =

Qi

Mi

K∑
j=1

Mjp(j) =
Qi

Mi
. (A.6)

Appendix B. Channel probability, popularity and
viewers

In this appendix, we include a set of proofs for the equa-
tions describing the relationship between channel probabil-
ity, popularity and viewers, and which were used without
a demonstration earlier in the paper.

Appendix B.1. Channel watch events and channel holding
times

Definition 6. The channel watch event is the action of
one user watching continuously one TV channel. During a
given observation period, we denote by n the total number
of watch events. In an analog manner, we denote by ni

the number of watch events corresponding only to channel
i, and by ni,j the number of watch events corresponding
only to channel i being watched by user j.

To facilitate the mathematical proof, here we extend
the definition of the channel holding time, as presented in
3.1.1. We assume that every channel watch event has a
finite holding time.

Definition 7. Let (ΩX ,FX , PX) be a probability space.
The channel holding time is the continuous random vari-
able X : ΩX → R+, where X is finite.

Corollary 1. During an observation period with n chan-
nel watching events, then there exists a sequence of ran-
dom variables Xk, with 1 ≤ k ≤ n, where Xk represents
the holding time of a channel being watched for the k-th
time. The subset Xk(i), with 1 ≤ k ≤ ni, represents the
sequence of channel holding times for channel i. The sub-
set Xk(i, j), with 1 ≤ k ≤ ni,j, represents the sequence of
channel holding times for channel i by user j.

We assume the random variables from all these se-
quences,Xk,Xk(i) andXk(i, j), are independent and iden-
tically distributed.

Corollary 2. According to the law of large numbers, be-
cause the random variables representing the channel hold-
ing times are finite, independent and identically distributed,
there exists a mean of the channel holding times, denoted
by µ, and this mean is finite. That is, if Xn = 1

n (X1 + ...+Xn)
is the average holding time for n watching events, we have:

Xn → µ when n → ∞. (B.1)

Similarly, we have Xn(i) → µ and Xn(i, j) → µ, when
n → ∞.

We denote by FX : R+ → [0, 1] the cumulative dis-
tribution function of the continuous random variable X
representing the channel holding time. In our paper, we
use the cumulative distribution function FX presented in
[1].

Appendix B.2. Channel popularity

Definition 8. The popularity of a channel i when watched
by user j is the amount of time that channel is being
watched by that user during an observation period, and
it is denoted by Pi,j.

The popularity is a period of time.

Corollary 3. If Xk(i, j) are random variables represent-
ing the holding time for viewer i and channel j during an
observation period, where 1 ≤ k ≤ ni,j, the popularity of
channel i and viewer j is expressed as:

Pi,j =

ni,j∑
k=1

Xk(i, j). (B.2)

Definition 9. The popularity of a channel i the amount
of time that channel is being watched by any user during
an observation period, and is denoted by Pi. If we denote
by U the number of users, we have:

Pi =
U∑

j=1

Pi,j . (B.3)
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Corollary 4. If Xk(i) are random variables representing
the holding time for any viewer and channel i during an
observation period, where 1 ≤ k ≤ ni, the popularity of
channel i is expressed as:

Pi =

ni∑
k=1

Xk(i). (B.4)

Definition 10. For a given observation period, the total
popularity of all channels is the sum of popularity of all
channels during that observation period. The total popu-
larity is denoted by P∗ and if N is the number of channels,
we have:

P∗ =
N∑
i=1

Pi. (B.5)

Corollary 5. If Xk are random variables representing the
holding time for any viewer and any channel during an
observation period, where 1 ≤ k ≤ n, the total popularity
is expressed as:

P∗ =
n∑

k=1

Xk. (B.6)

Theorem 1. For a service provider with U subscribers
that are always connected, the total popularity of all chan-
nels, P∗, measured during an observation period of dura-
tion T satisfies the following equality:

P∗ = U · T. (B.7)

Proof. From the definition (B.5) of the total popularity
we have:

P∗ =
N∑
i=1

Pi. (B.8)

By replacing the popularity of channel i with its defini-
tion (B.2), we obtain:

P∗ =
N∑
i=1

U∑
j=1

Pi,j (B.9)

where Pi,j is the popularity of channel i for user j.
Under the assumption that a user j stays connected

(i.e. watching a channel) during the entire observation
period T , from the definition of the channel popularity we
obtain that the sum of the popularity of all channels for a
user j is the observation period, T . Hence:

N∑
i=1

Pi,j = T ∀j, 1 ≤ j ≤ U. (B.10)

By replacing (B.10) in (B.9) we obtain:

P∗ =
U∑

j=1

T = U · T. (B.11)

Appendix B.3. Channel probability

Definition 11. Let (ΩY ,FY , PY ) be a probability space
and N be the number of TV channels. Given the dis-
crete random variable Y : ΩY → {1, ..., N} representing
a change to a TV channel, the channel probability is the
probability mass function p : {1, ..., N} → [0, 1], where
pi = Pr(Y = j).

Corollary 6. Because Y is a discrete random variable we
have:

N∑
i=1

pi = 1. (B.12)

Corollary 7. If ni is the number of watching events for
channel i, and n is the total number of channel watching
events during an observation period, we have:

pi = lim
n→∞

ni

n
. (B.13)

Theorem 2 (Infinity limit theorem). If a channel has
a non-zero probability, when the observation period ap-
proaches infinity, the number of watching events for that
channel, approaches infinity as well, and we have:

lim
T→∞

ni = ∞. (B.14)

Proof. Let n be the number of channel watching events
for all channels and all users, and T be the observation
period. The channel holding times are represented by the
sequence of random variables Xk with 1 ≤ k ≤ n. Accord-
ing to (B.6) and (B.7) we have:

n∑
i=1

Xi = U · T. (B.15)

When the observation period approaches infinity, T →
∞. Because Xi is finite according to its definition, it
results that n should approach infinity as well. Hence,
n → ∞.

Using (B.13), when n → ∞, pi ̸= 0 if and only if
ni → ∞.

Theorem 3 (Popularity theorem). When the observa-
tion period, T , approaches infinity, the popularity of a
channel i, Pi is proportional to the channel change prob-
ability, and we have:

lim
T→∞

Pi

P∗ = pi. (B.16)

Proof. According to the previous theorem if pi ̸= 0, when
T → ∞ we have n → ∞ and ni → ∞.

By substituting Pi and P∗ with (B.3) and (B.6), we
obtain:
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lim
T→∞

Pi

P∗ = lim
n→∞
ni→∞

ni∑
k=1

Xk(i)

n∑
k=1

Xk

. (B.17)

According to the definition of the mean of the sequences
of random variables Xk and Xk(i), we have:

lim
T→∞

Pi

P∗ = lim
n→∞
ni→∞

ni · µ
n · µ

= lim
n→∞
ni→∞

ni

n
= pi. (B.18)

Appendix B.4. Channel viewers

Definition 12. The channel viewers is the function v :
{1, ..., N} → [0,∞), where vi represents the average of
number of users viewing channel i during an observation
period.

Theorem 4. During the observation period the number
of channel viewers equals the channel probability divided
to the observation period.

Proof. Let T ∈ [0,∞) be the observation period.
In addition, let v′ : {1, ..., N}× [0,∞) → N, where v′i(t)

is the instantaneous number of users viewing a channel at
the moment of time t.

According to the definition of vi, the average number
of viewers for channel i during the observation period is:

vi =
1

T

∫ T

0

v′i(t) dt. (B.19)

On the other hand, the popularity of channel i is defined
as the total amount of time i is being watched by any user.
Hence:

Pi =

∫ T

0

v′i(t) dt. (B.20)

By substituting (B.20) into (B.19), we obtain:

vi =
Pi

T
. (B.21)

Theorem 5 (Viewers theorem). For a given observa-
tion period T , when the observation period approaches in-
finity, the average number of viewers for a channel is the
product between the total number of users and the channel
probability:

vi → U · pi when T → ∞. (B.22)

Proof. According to the previous theorem, we have:

vi =
Pi

T
. (B.23)

Using (B.7), the observation period can be written as:

T =
P∗

U
. (B.24)

Hence:

vi = U
Pi

P∗ . (B.25)

According to the popularity theorem (B.16), Pi/P∗ →
pi when T → ∞. Hence:

vi → U · pi. (B.26)
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